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ABSTRACT 
A data  process ing  sys tem can be a ca lcula tor ,  a 

b o o k k e e p i n g  mach ine ,  or a c o m p u t e r .  C o m p u t e r s  are 
based  u p o n  these  five basic e l ement s :  a con t r o l  un i t ,  
an a r i t h m e t i c  un i t ,  m e m o r y  un i t ,  i npu t  un i t ,  and  
o u t p u t  uni t .  His tor ical ly ,  f irst  gene ra t ion  sys tems  
were phys ica l ly  large, able to  be p r o g r a m m e d  on ly  b y  
b i t  m a n i p u l a t i o n  m a c h i n e  language,  very slow, and  
requ i red  ex tens ive  air cond i t i on i ng  and  a t m o s p h e r i c  
con t ro l .  Second gene ra t ion  c o m p u t e r s  saw the  t ransi -  
t ion  f r o m  e lec t ron ic  t ubes  to  t rans i s to r ized  c i rcui ts  
speeding  up  i n t e r n a l  processing.  High levels compi le r s  
and  assemble rs  were i n t r o d u c e d ,  enab l ing  p rograms  to  
be  w r i t t e n  on  a one - fo r -one  assembly  language basis,  
or  on  a two- to -one ,  t h r ee - to -one  or  more  basis  b y  
using a compi ler .  Th i rd  g e n e r a t i o n  sys tems  saw 
signif icant  i m p r o v e m e n t s  in u t i l i za t ion  of  micro-  
min i a tu r i zed  circui ts  and  i n t e r r u p t  hand l ing  t h a t  
p e r m i t t e d  d e v e l o p m e n t  of  c o m p l e x  ope ra t i ng  sys tems 
inc luding  extens ive  progress  in the  area o f  t ime  

1One of seven papers being published from the Symposium, 
"Computer Systems and Applications in the Oilseed Fat Industry" 
presented at the ISF-AOCS World Congress, Chicago, September 
1970. 

shar ing and  c o m m u n i c a t i o n s  uses. A d d i t i o n a l  com- 
puters ,  f irst  i n t r o d u c e d  in 1960,  are the  m i n i c o m -  
puters .  These  m i n i c o m p u t e r s  usually f u n c t i o n  in a 
ded ica ted  e n v i r o n m e n t  and  have m a n y  charac te r i s t ics  
original ly f o u n d  in the  th i rd  gene ra t i on  sys tems as 
well  as m a n y  u n i q u e  qual i t ies  of  t he i r  own.  Charac te r -  
istics tha t  ca tegor ize  a c o m p u t e r  as be ing  a " m i n i "  
inc lude  pu rchase  price of  less t h a n  $25 ,000  at 
i n t r o d u c t i o n ,  a m e m o r y  size of  4 0 0 0  by tes  or more ,  
min ima l  sys tem conf igu ra t ion ,  and ,  usual ly,  ou t r i gh t  
purchase .  M i n i c o m p u t e r  m a n u f a c t u r e r s  are f ind ing  a 
large marke t  for  the i r  p r o d u c t  w i th  ded ica t ed  appl ica-  
t ions  and  the  or iginal  e q u i p m e n t  m a n u f a c t u r e r .  The  
m i n i c o m p u t e r  may  be t he  basis  for  still  a n o t h e r  
gene ra t ion  o f  c o m p u t e r s .  

INTRODUCTION 
This  paper  discusses the  pr inc ipa l  e l e m e n t s  of  a da ta  

processing sys tem,  the  s to red  p rogram,  t he  c o n c e p t  of  
p rog ramming ,  t ypes  of  sys tems app l ica t ions ,  and  the  more  
i m p o r t a n t  t e rms  be ing  used today .  It  conc ludes  w i th  a 
discussion of  m i n i c o m p u t e r s ,  wh ich  have b e c o m e  a signifi- 
cant  aid in sc ient i f ic  research  and  process  con t ro l .  

185-190 

191-197 

198-202 

203-209 

I N D E X  

INTRODUCTION TO COMPUTERS AND THEIR 
DEVELOPMENT, by James E. Brown 

210-216 

AN OFF-LINE SYSTEM FOR DATA ACQUISITION 
AND ANALYSIS, by Raymond C. Master 217-219 

APPLICATIONS OF NON LINEAR PROGRAMMING 
TO DETERGENT FORMULATIONS, by Edmund C. 
Steinle, Charles D. Hendrix and Robert R. Fields 

220-221 

SOME APPLICATIONS OF A DESK-TOP COM- 
PUTER, by A.P. Damoglou 

185 

COMPUTER PROCESSING OF GAS CHROMATO- 
GRAPHIC DATA: QUANTITATIVE ANALYSIS OF 
FATTY ACID METHYL ESTERS USING AN OFF 
LINE MAGNETIC TAPE SYSTEM, by Gary J. Nelson 

A COMPUTER APPROACH TOWARD AUTOMA- 
TION OF A CHEMICAL SERVICES LABORATORY: 
I. INSTRUMENT SUPPORT, by E.L. Schneider and 
A.W. Munson 

A COMPUTER APPROACH TOWARD AUTOMA- 
TION OF A CHEMICAL SERVICES LABORATORY : 
II. MANAGEMENT INFORMATION, by A.W. Munson 
and E.L. Schneider 



186 JOURNAL OF THE AMERICAN OIL CHEMISTS' SOCIETY VOL. 48 

Data f 

ARITHMETIC ~UNIT 

Calculates 

INPUT UNIT 

Transfers data 
to control unit 

f CONTROL UNIT 

Switches info 
to right places. 
Controls all 
computations. 

I 
MEMORY UNIT 

Remembers data. 

OUTPUT UNIT 

Transfers fin- 
ished data to 
requestor. 

FIG. 1. Principal elements of a data processing system. 

PRINCIPAL ELEMENTS OF A SYSTEM 

A data processing system is not some mysterious piece 
of equipment that operates by itself; rather it is a collection 
of at least five elements which together create a system 
(Fig. 1). These basic elements are: (a) the input unit, used 
to enter data into the system; (b) the memory unit, the 
main storage area for data that is to be processed within the 
system; (c) the control unit ,  the "brain," because it 
controls and directs the functions of the other four 
elements of the system; (d) the arithmetic unit,  performs 
basic arithmetic functions such as additions, subtraction, 
multiplication and division; and (e) the output unit,  
provides access to the results of processing. 

Although a data processing system is usually a computer 
or computing system, it can also be a desk calculator or a 
bookkeeping machine. A computing system contains both 
input and output devices, such as the following: card reader 
(punched), tape reader (paper), tape reader (magnetic) 
input or output,  disc (random access) input or output,  
drum (random access) input or output (two types, fixed or 
moveable head), video display terminal, teletypewriter 
(console), printer, card punch (output only), and paper 
tape punch (output only). 

The first unit in our model system is the input unit, 
which transfers human language to the control unit. It does 
not necessarily translate human language to machine 
language. If translation does not occur within the input 
unit, then the control unit must perform this function. 

The next unit is the memory unit. This area of the 
computing system is used to store three types of infor- 
mation: the commands to be executed, the information to 
be processed, and the intermediate and final results of the 
operation. Intermediate results are those obtained during 
calculations or data manipulation, and final results are 
those intended for the appropriate output  devices. The 
third unit is the control unit, which controls all operations 
of the system, interprets orders from the programmer, and 
transfers information between all of the other units. The 
programmer provides the controls he wishes via a console, 
control cards, or the operating system. 

The arithmetic unit performs all calculations involving 
addition, subtraction, multiplication and division. These 
operations can be decimal computations, which are used in 
a general commercial environment,  or floating-point calcu- 
lations, which are used in a scientific environment. 

The final unit in our model system is the output unit, 
which transfers the results of calculations or data manipula- 
tions from the memory unit to another device where it is 
put into a format for final use. The high speed printer 
produces readily usable data in a hard and readable form 

and is the most frequently used output device. Other 
output  devices such as magnetic tape, magnetic disc, 
punched card or punched tape, and magnetic drum 
do not deal with data immediately usable formats. Data 
output to these devices must ultimately be converted to a 
readable form such as printing or microfilm if they are to 
be used away from the computer. 

The central processor almost always contains the three 
basic units, i.e., the memory unit,  the arithmetic unit  and 
the control unit. Input and output  units can be combined 
in many ways and may be incorporated into a single device. 
In combining the two units, a small computer may be used 
as an input-output device to a large scale remotely located 
computing system, e.g., the Univac 1004 connected by 
communications lines to a Univac 1108. An example on a 
smaller scale is the operator's console, in which a remote 
video display terminal is used as both an input and output 
device. Another device used remotely for both input and 
output is the Univac DCT 2000, which can read and punch 
cards and then print at a fairly high speed. 

STORED PROGRAMS 

Having examined the basic elements of a data processing 
system, we must consider the stored program that makes 
the system function. A program is a set of sequential 
instructions which directs the data processing system to 
execute a specific task or process. Programs generally reside 
in memory (the storage area of the central processor) and 
can be executed whenever instructed to do so. A program 
may also be maintained out of the storage area, but 
memory is more convenient, since most instructions are 
repeated frequently and must be accessed quickly; 
programmed input devices are slower than the computer, 
itself. 

A stored program originates with a programmer who 
writes the program in the language compatible with his 
system. Examples of the languages conventionally sup- 
ported by most medium to large scale computers are Cobol 
(which is used for general business processing), Fortran 
(which is used for scientific calculations) and assembly 
language (which is usually unique to the particular system 
being used). 

A program is nothing more than a preordered set of 
instructions which directs the system to perform a specific 
task or process. It is an integral part of the entire system 
complex and should be considered from a conceptual point 
of view. Figure 2 shows the logical sequence of a 
hypothetical program, with decisions and alternatives that 
must be made at each decision point. Starting at the far left 
is the instruction to set the alarm before retiring. The next 
action is to sleep. In the morning the alarm rings and 
awakens the sleeper. After turning off the alarm, he 
attempts to awaken his wife. If successful, he gets out of 
bed; if not successful he repeats shaking the wife three 
times before getting up. The program continues to its end, 
with various types of decisions at each juncture. 

DATA PROCESSING CATEGORIES 

Data processing systems may be categorized according to 
the major types of devices used: punched card, punched 
paper tape, magnetic tape, random access, time sharing, and 
communications. They can also be classified by application, 
as follows: batch processing, on line (communications), 
time sharing, combinations of the above, and dedicated 
(process control). 

A batch processing system can be either card, paper 
tape, magnetic tape, or random access. The distinguishing 
characteristic is that all functions in a batch processing 

_system are performed sequentially. Within any program 
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many decisions must be made and tasks performed; it is the 
sequential execution of these events that distinguishes 
batch processing. In a random access application all 
functions are performed on a purely random basis. The 
difference between a random access system and a batch 
processing system in a typical master file update is that in a 
batch type system, all files would be passed sequentially 
and updated if they were active during the particular 
update. In a random access system, however, only those 
files having activity and requiring updating would be 
selected and processed. 

In an on line communications system, which generally 
functions in a random access environment, only the master 
file record requiring action is accessed. A typical communi- 
cations system is inquiry response, which is most notably 
used in inventoJ-y control systems, and reservation systems 
for. aMines and hotels. Communications systems are also 
used for data collection and message switching, such as the 
rerouting of specified messages in a communications net- 
work. 

In time sharing applications the total available time is 
divided among the individuals (terminals) utilizing the 
system. A time sharing system generally has many remote 
terminals, with a programmer at each one. In effect, the 
user has the system dedicated to himself for his particular 
program. Time sharing systems are typically used for 
engineering design calculations and pure research catcula- 
ti.ons. In this use of time sharing systems, conversational 
languages permit the programmer to compile a program one 
statement at a time. Time sharing is popular because it is 
convenient, i.e., the terminal can be placed in or near the 
user's office. Moreover, many people can use a time sharing 
system simultaneously at different terminals. 

EVOLUTION OF COMPUTERS 

Having described a model computer, its applications and 
structure, the next topic is the historical development of 
computers. In the first generation computers, the systems 
were large. Often they filled an entire room. They could be 
programmed only by bit manipulation machine language, 
were very slow, and required extensive air conditioning and 
atmospheric control. 

Second generation computers made the transition from 
vacuum tubes to transistorized circuits. This improved 
internal processing speeds and reduced the size and heat of 
the equipment. High level compilers and assemblers were 
introduced, eliminating the need for intricate programming 
in machine language. The programmer was free to write 
programs using statements applicable to the language being 
used. 

Third generation systems evolved from the introduction 
of microminiaturized circuits and interrupt handling that 
permitted development of complex operating systems. This 
enhancement further removed the programmer from direct 
contact with the computer. Now he had the facility to 
write programs in assembly language or compiler language. 
He no longer had to worry about many systems interface 
tasks, i.e., recognizing and handling I/O functions, due to 
the complex multilevel interrupt schemes. Third generation 
systems made extensive progress in the area of time sharing 
and communications uses of computer systems. 

ARRIVAL OF MINICOMPUTERS 

Since third generation systems were first introduced, 
everyone has been trying to determine what the fourth 
generation will bring. I cannot say that the minicomputer is 
the fourth generation system, but the day of the Mail-Order 
Computer has arrived. The 1969 Christmas catalog of 
Neiman-Marcus advertised a minicomputer for $10,600. 
This is humorous perhaps, but only because the sales 
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FIG. 2. How to get up in the morning. 
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TABLE I 

Minicomputer  Characteristics 

VOL. 48 

Characteristics 

Features Available 

Minimum Average Maximum 

Memory 

Word length, bits 
Size, words 
Increment  size, words 
Cycle rate, kHz 

(cycle t ime,/xsec) 
Parity check 
Memory protect  
Direct addressing, words 
Indirect  addressing, type 

Central processor 

General purpose registers 
Index registers 
Hardware multiply-divide 
Immediate  instruct ions 
Double word  instruct ions 
Byte processing 

Input  output  

Programmed I/O channel 
I/O word size, bits 
Priority in terrupt  lines 

Direct memory access 
I]O max im um  transfer 

rate (DMA) words/sec 

Other features 

Real t ime clock 
Power fail-restart 

Larges t  disc, megabits 
Assembler 
Compiler  

8 8 o r  16 
1024 to 4096 4096 to 32,768 
1024 4096 
125 571 to 1000 
(8) ( t .0  to 1.75) 
No Optional  
No Optional  
256 256 to 4096 
No Single-multilevel 

1 1, 2, 3, 4 
0 l 
No Optional  
No Half yes-half no 
No Over half do; rest to not  
No Half yes-half no 

1 1 
8 8/16 
1 1 standard,  up to 

64 opt ional  
No Optional  

125,000 400,000 to 600,000 

No Optional  
Optional  Optional  
No 2.1 to 9.0 
Yes Yes 
No Basic Fortran 

Operating system No No 

Purchase price 

Computer  wi th  8K words 
of core and Teletype 
Model ASR 33 

18 
1024 to 65,536 
8192 
2000 
(0.S) 
Standard 
Standard 
All of core 
Multilevel 

128 
15 
Standard 
Yes 
Yes 
Yes 

l 
18 
2 standard,  up to 

256 optional  
Optional  

1,000,000 

Standard 
Standard 
183.6 
Yes 
Basic Fortran, 

Standard Fortran, 
Algol 

Real t ime, fore- 
ground-background 

$8200 a $12K to $15K a $24K a 

aprice bears no direct relat ionship to the features listed in the co lumn because one part icular  system does 
not  have all of the features listed. Also, "8K words of core"  sometimes refers to bytes and sometimes to 16 
bit words. 

technique is unique and the ad may be a bit premature. 
However, today's minicomputers are significant because 
they can handle scientific calculations and process control 
applicants economically and without large capital invest- 
ments. 

The quest ion is "Why is a minicomputer a mini?" 
Although it was introduced in 1960, it was not called a 
minicomputer. I suggest that the name "mini"  for these low 
cost small computers evolved from the popularity of the 
word "mini" as used in retail merchandising, particularly 
the clothing industry. 

A minicomputer can generally be classified as a low cost, 
general purpose computer with the following character- 
istics: purchase price at introduction is less than $25K; 
memory size is usually 4K words or larger; the system 
consists of a central processor unit and one input-output  
device (usually a teletypewriter or similar console device); 
software support includes only assembly language, Fortran, 
and/or Fortran IV (sometimes conversational Fortran sup- 
port is offered); and the minicomputer is purchased, not 
leased. 

Before describing the hardware characteristics of mini- 
computers, the following specific terms must be defined: 

PIO channel: party line or programmed input-output.  
All devices connect to I/O line and the program selects the 
active device via a device address; all devices must recognize 
some address. Program controls each data transfer. 

Direct Memory Access (DMA) channel: devices con- 
nected to a PIO channel for initiation instructions. Once 
initiated, the device transfers data directly to memory via 
the DMA channel, with the device or the channel con- 
trolling the transfer of each data unit. 

Priority interrupt systems: a logic network to alert the 
processor that an external device requires at tention or, that 
an event has occurred. The network also establishes the 
priority of each attention-getting signal in respect to all 
other signals and queues signals by priority. A true priority 
interrupt system alerts the processor of an interrupt signal 
and the signal's priority. Other priority interrupt systems 
alert the processor to an interrupt signal but the processor 
must perform tests to determine the signal's priority. 

Interrupt line: a line that carries one or more interrupt 
signals to the processor. A true priority interrupt system 
has an interrupt line for each interrupt signal. 

Interrupt level: a priority distinction the processor can 
make for an interrupt signal, either automatic or by the 
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program. 
Traps: internal interrupt signals indicating a problem 

internal to the processor, such as parity error or arithmetic 
overflow. 

ROM: read only memory (firmware in other systems) 
used to store important programs that must not be altered 
or microinstructions to define the processor's instruction 
set. 

Microinstructions: the basic operations that are com- 
bined to form the computer 's  instruction set. 

Memory protect: a scheme whereby memory can be 
partitioned into two or more areas. Programs residing in 
one area, the protected area, have access to all the 
computer facilities, including all of memory. Programs 
residing outside the protected area of memory have limited 
access to the computer 's  facilities and to the protected 
memory area. The purpose of memory protect is to allow 
foreground-background processing with the assurance that 
foreground programs can always run without interference 
from background programs. 

F o r e g r o u n d - b a c k g r o u n d  processing: foreground 
programs are the primary responsibility of the computer 
system, while background programs run only when no 
foreground program needs to run. Executive routines and 
real time programs are foreground routines; any program 
can be a background routine. 

Real time processing: the processor executes programs in 
response to the occurrence of an external event. The 
interrupt system signals the processor the real time event 
has occurred. 

Real time clock: a device that synchronizes the proces- 
sor with the passage of time. 

The characteristics of minicomputers are shown in Table 
I, a reproduction of a chart that was printed in the January 
1970 issue of "Auerbach Standard EDP Reports" and was 
out of date one month later. With the rapid growth of the 
minicomputer industry, memory sizes now offered range up 
to eight million words in 4K increments. The minimum 
price for the Micro is $3200. One system, which costs 
$10,600, includes floating point hardware. The maximum 
price for another system exceeds $100K; this system 
provides 24 bit words. 

There are two types of memories in the minicomputer:  
one is conventional core memory;  the other is ROM or 
read-only memory. Conventional core memory is a standard 
storage area with memory speeds that range from 600 nsec 
for a 24 bit word to 2/~sec for a 16 bit word. 

With ROM, a user cannot write to memory;  he can only 
read from it. Whatever is contained in the read-only 
memory is prewired by the manufacturer. 

ROM is unique to the minicomputer in two different 
ways (a) one manufacturer permits a user to develop his 
own program and punch it on paper tape. The program is 
then wired into the ROM. This method significantly 
decreases program execution time. ROM is also less 
expensive than most conventional core memories. (b) A 
second manufacturer offers a number of different ROM 
modules that can be changed by maintenance personnel. 

Central processors for minicomputers range in size from 
a unit that is small enough to fit in a refrigerator to units 
that are as large as conventional third generation central 
processing units. Minicomputer central processors differ 
from the more conventional processors in three ways: (a) 
general purpose registers vary from 1 to 128 (optionally) 
and average 4; (b) index registers are not usually included in 
minimum processors and are optional in larger processors-  
up to 15 index registers can be ordered; and (c) processing 
is generally bit-oriented, but about 50% of the minicom- 
puter central processors have byte-oriented processing as an 
option. 

The instruction sets in minicomputers are also mini or 

minimal and frequently do not include hardware multiply- 
divide or floating point hardware. Multiply-divide is usually 
optional on the basic minicomputer central processor and 
standard on the larger central processors. Floating-point 
hardware is optional on almost all central processors, and 
frequently costs more than the central processor. Instruc- 
tion sets are usually divided into six functional classes: 

1. Load and Store instructions, which transfer data 
between memory and registers. 

2. Test and Jump instructions, which examine for 
equality or sign and program jumps to alternate paths. 

3. Arithmetic and logic instructions, which are add, 
subtract, multiply, divide and convert. 

4. Register transfer instructions, which provide for 
register to register movement while executing, incrementing 
or decrementing. 

5. Shift, rotate and control instructions, which perform 
the right and left shifts and alter or set control bits. 

6. The input-output instructions, which control data 
transfers between peripheral devices and memory in parallel 
or serially in blocks. 

In addition to the basic instruction set, there are 
optional extended instruction sets. These include double 
precision arithmetic or list processing instructions and 
two-word instruction formats, which contain an operand 
code and modifier bits in the first word and a memory 
address or data in the second word. More and more 
minicomputer central processors provide double address 
instructions because of the speed restrictions associated 
with single address or data in the second word. More and 
more minicomputer central processors provide double 
address instructions because of  the speed restrictions 
associated with single address instructions and single accu- 
mulator architecture. 

Input-output features for current minicomputers fall 
il~to four basic categories: 

1. Direct Memory Access (DMA) channel: this channel is 
the fastest way to transfer data to and from memory 
without altering resister contents. 

2. Byte Transfer instruction: this feature permits 8 bit 
communication codes to be stored in compact form in 16- 
or 18-bit machines without special subroutines. 

3. block transfer instruction: this command specifies the 
beginning and ending memory location for high-speed 
transfer of fixed-size data blocks. 

4. Mask Transfer instruction: a mask is usually under 
program control and can sense the status of external 
switches or setting relays and solenoids. 

Software provided with minicomputers is minimal. 
Assembly language is predominant while Fortran, Fortran 
IV, and in some cases conversational Fortran are also 
offered. Higher level languages are not often used because 
memory restrictions, high machine efficiency, and timing 
requirements dictate efficient programming obtainable only 
in assembly language. An operating system may also be 
offered; this is usually a real time executive-monitor, which 
provides four basic functions: 

1. Controls I/O data transfers. 
2. Processes interrupts. 
3. Allocates and protects memory.  
4. Controls program swapping between memory and a 

random access device such as a disc or drum. 
Applications for minicomputers are numerous, but the 

most frequent uses are in scientific research and develop- 
ment and process control. The medical environment uses 
minicomputers for intensive care patient monitoring and 
the dispensing of drugs, using badges and badge readers. In 
the communications area minicomputers are used for 
message switching, communications processing and data 
collection. 

In the process control environment, an example of the 
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numerous applications is the textile industry; there one 
system uses sensing devices to monitor 1368 machines. It 
records such statistical data as breakdowns, frequency of 
stoppage, production totals and operator efficiency. A final 
major use of minicomputers is in the Original Equipment 
Manufacturer (OEM) market. Because it is frequently 
cheaper for a manufacturer to buy a minicomputer than to 
develop his own special purpose computer, he will purchase 
a minicomputer on an OEM basis and incorporate it into his 
system. For example, Philco Ford is using another com- 
pany's device in an optical character reader being developed 

for mail sorting. 
An EDP system is a powerful but expensive tool for 

processing business data or performing scientific calcula- 
tions. Since management is investing large amounts of 
money in EDP, it should expect the maximum return. With 
the never-ending procession of product improvements and 
new developments, it is important to gain a basic under- 
standing of various equipment programs and techniques. 
Particular at tention should be given to minicomputers 
because they already represent competition to medium to 
large scale systems; competition that will grow! 


